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REALEC 
• Russian – texts written by speakers of 

Russian  
• Error-Annotated – the mistakes in the texts 

annotated manually 
• Learner – texts written by learners=HSE 

students 
• English – texts written in English 
• Corpus



In the open access, available at http://
realec.org  

Set up by members of the faculty at the 
School of Linguistics (Higher School of 
Economics)  

By now almost 3400 pieces of HSE students’ 
writing with about 838,000 word tokens 

About 4000 more student essays are ready 
to be uploaded and annotated

http://realec.org/
http://realec.org/




A well developed system of hierarchical tags to mark the 
errors (tags of different colours) and Tagging Manual 
(http://realec.org/tagging_instructions.pdf).  

Annotation window with error tags scheme:

http://realec.org/tagging_instructions.pdf
http://realec.org/tagging_instructions.pdf
http://realec.org/tagging_instructions.pdf
http://realec.org/tagging_instructions.pdf
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• A sentence from a student essay with 
tags for errors spotted by the annotator 
– Example 1 

 



Example 2
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• twice lucky> twice as lucky (text 11) - the same 
correction, different tags: 

• “Absence of certain component” (a vocabulary tag) – 1 
annotator 

• “Numerical comparison” – 2 annotators 
• “Comparative degree of adverbs” – 2 annotators - wrong 

tag! 
• “Prepositions” – 1 annotator - wrong tag! 
• “Absense of a component in clause or sentence” (a 

discourse tag) _ 1 annotator 
• twice lucky> double lucky (text 11) - different 

corrections, different tags (“Vocabulary” – 1 annotator)



• Experiment 1: 
10 annotators 
30 essays (150-300 words) 
Preliminary error spans marking 
Total 2128 error tags assigned 
KA = 0.57   
• Experiment 2: 
12 annotators 
1 essay (600 words) 
Error spans not marked 
Total 156 error tags assigned



12 annotators  
the same text about 350 words long 
The total number of error spans marked in this text - 156.  
57 were spotted by no more than 2 annotators 
23 were spotted by only 3 annotators 
30 errors were marked by at least 10 annotators of the 12 participants with the same tag  
6 errors spotted by at least 10 annotators were marked with different tags 
40 tags noticed by 4 to 9 annotators, in 19 the annotators agreed in their choice of tags  
 

Variation in the use of specific error tags across annotators 
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Variation in the use of specific error tags by annotators in Experiment 2 



• RETM – REALEC English Test-Maker 
 In-built transition to a more sophisticated 

question after the success, and to lower-
level complexity in case of a failure. 

- placement test 
- custom-made progress tests 
• lexical trainers 
• training exercises and games for new 

annotators







• Automatic generation implies that a test-
taker will have to correct what (s)he sees 
as an error, and his/her correction will be 
compared with the one given by an expert 
in the annotation: if they coincide, then the 
test-taker has won a score assigned to the 
question.



1. Choice of what to test.  
• Which tags constitute relevant material for the test?  
• What if a span includes multiple errors in one span? 
• Type of test - highlighting the error span, giving the 

sentence without any highlighting, or giving the 
sentence as a multiple-choice question? 

• No mistakes that learners make very rarely, nor 
accidental slips. 

• No errors too difficult to spot 
• No errors with multiple options of correction



2. Preparation of the selected sentences 
according to the level of difficulty it poses 
for a learner. At present the system 
allows to assign any question one of the 
three levels – the lowest (1 point), middle-
level (2 points), and the highest (3 
points). If for some reason it is necessary, 
the number of levels can be increased or 
decreased. 



3. Test administration 
• questions randomly chosen from the pool 
• all test-takers get the same number of 

questions 
• start at the lowest level of difficulty 
• success > the next question is taken from 

the pool of middle-level difficulty; failure > 
the next question is also of the lowest 
level. 



4. Analysis of the testing statistics.  
• a test-taker gets the number of correct answers, the 

number of correctly spotted error spans with the wrong 
correction suggested, and all the wrong answers are 
presented along with the expected answers in a way of 
feedback  

• an instructor gets the statistics for the whole group in the 
form of the list from the best to the worst  

• in a placement test, the system offers to add other 
criteria to sort out the division of students into the 
necessary number of groups  

• in a progress test, a test-taker with the low score can be 
urged to take the test more times until (s)he reaches the 
decent level (the same questions are excluded)



Problem – the need for more annotators  
• Crowdsourcing? 
• International cooperation? 
• Automated annotation? 
• Automated evaluation?
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