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Abstract 
One feature of distance learning in Operations Management is the need for a frequent verification of 
the students’ knowledge and skills. This is important both for students and lecturers. Ensuring an 
intensive two-way connection between the student and the lecturer is of particular importance for 
guaranteeing successful learning. This report provides a method for automating the evaluation of 
students' assignments. The method is a result of a summary of the author’s experience in distance 
education for Business Administration students in the subject of Operations Management. The method 
uses two tools. The first one requires development of a specific form in spreadsheet software. The 
student completes the form by performing the required calculations, answers and explains how he has 
solved the tasks. Every task contains one parameter that is dependent on the last few digits of each 
student's faculty number. Thus tasks are different for each student. When done, the student sends his 
file through the distance learning platform. Through a simple VBA program the teacher summarizes 
the results obtained. A model was developed to calculate the correct answer for each task and 
compare it with the student's answers. Logically, the software can evaluate only the correctness of the 
calculations, but not the text responses. This is the lecturer’s responsibility. The second tool of the 
presented method requires development of a neural network model. For this purpose, the lecturer has 
accumulated sufficient number of evaluated students’ papers with their answers and the grades. The 
neural network can be “trained” with the array of students’ work. The more evaluated papers exist, the 
more accurate the results will be. The lecturer can ask the model to assess the students’ papers and 
compare the models’ grades with his own evaluations. If the rate of matching is high enough, the 
lecturer may use the model for further student papers evaluation. 
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 1. The Issue 
Distance learning in Operations Management for Bachelor's degree course has certain peculiarities. 
They should be taken into account to ensure qualitative education and good results. One of the most 
important requirements for achieving a high quality learning process in distance learning is to ensure 
constant students' effort throughout the semester. 
The need for a frequent assessment of the knowledge and skills is important for the students 
themselves who need to be able to identify their personal achievements and make the necessary 
adjustments if required.  The assessment is also important for the lecturers. They should stimulate 
students to work intensively throughout the semester. They also need to see the progress of their 
students and undertake corrective measures if necessary. 
In the practice of the International Business School (IBS) in Sofia one of the Bachelors’ duties is 
course assignment for every subject. It has a weight of 30% in determining the student's final 
semester grade. 
Lecturers are highly involved in both teaching activities, research projects, and administrative 
activities. In many cases, the students are a lot, up to a few hundred a year. In such situations, 
assessment of students work is a real challenge. The lecturer has to perform a thorough examination 
and accurately evaluate the students’ work for a very short time. That is why there is a clear need for 
tools to enable a quick and yet accurate assessment of student work. 
 

2. Methodology 
Course assignment typically requires a series of calculations with quantitative answers. Additionally, 
the student should write texts, such as an essay on a topical issue, algorithms explanation, and results 
of the calculations interpretation. The assessment also takes into account the degree of autonomy of 
the student's work. Turnitin anti-plagiarism software is used in the IBS, which makes it possible to 
determine the similarity of the presented text with other texts. 
One can use successfully information technologies in assessing quantitative data – obtained results of 
calculations and degree of similarity of the presented text. However automated assessment of verbal 
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information, such as essay, explanation of algorithms, and interpretation of calculation results is an 
extremely complex process that goes beyond the scope of this paper. Student assessment issues 
have been a matter of interest for researchers for many years, [1], [2] and [3] are just a few examples 
of numerous literary sources exploring different aspects of student performance assessment. 
The idea of artificial intelligence creation has been seriously discussed since the 1950s of the last 
century (see, for example [4]). With the development of neural networks, the idea acquires real 
dimensions [5]. Nowadays, neural networks are used in different spheres of human activity [6], [7], [9]. 
Neural networks are also being used in different areas of student achievement assessment [3], [8], 
[10]. 
The main goals that I place with application of assignments as a tool for verifying students' 
achievements are to check: students' knowledge, their skills to solve calculation problems, skills for 
interpretational of calculations results, skills to perform simple analyzes of real objects, skills for 
presenting their personal opinion on topical issues of the Operations management, ability for written 
expression of own thoughts. To achieve these goals, the following requirements for the students are 
provided in the course assignment: development of an essay on a topic relevant to the subject, 
presentation of examples referring to important terms of the subject, accompanied with the necessary 
explanations, solving problems, exploring and analysis of a real production system. 
 

3. The Model 
To develop their assignment, students use an Excel form prepared by the lecturer. The form contains 
cells in which the students complete their credentials and then work on the essence. The form 
specifies the requirements for the student. Cells are provided to enter the results of the analyses and 
calculations as well as their interpretation. Once finished the student sends his assignment through 
the education platform. The lecturer gets the files of all the students for check and evaluation. 
In 2017, I have developed a simple program using Visual Basic for Applications. It automatically 
processes the students’ files. As a result it creates a new array in an Excel sheet which contains the 
information needed to check the students' calculations. A separate row exists for each student's work. 
It contains the student's name, faculty number, the result of his calculations, the correct answers 
according to the studied algorithm, the total number of faithfully solved problems. The information 
obtained from the Turnitin software, which evaluates the presence and extent of plagiarism, is added 
manually to the resulting array. The assignments are assessed after careful reading of the text part of 
the student's work, review of the calculations and reporting of the overlap. I have used this algorithm to 
evaluate the 2017 and 2018 assignments – a total of 468 works. 
For the purposes of this paper, I developed a neural network model, using the following algorithm. 
First of all, a database was created based on the students' assignments for 2017 and 2018. There is a 
series of literature sources that analyze algorithms for neural network data preparation [11], [12]. The 
database was prepared by clearing some non-evaluative data (such as faculty numbers, file title, 
paper ID, etc.) The results were merged into a common array. Some independent variables and a 
dependent variable were selected. Independent variables are: Student Calculus 1, 2 and 3; Real 
Calculus 1, 2 and 3; Correct Answer 1, 2 and 3; Number of Correct Answers, Overall Overlap, Internet 
Overlap, Publications Overlap, Student Papers Overlap. The dependent variable is the Student's 
grade. 
Train and testing was done on the model. The values of the dependent variable, i.e. software 
estimations for students’ grades were calculated. The results obtained were compared to the real 
grades that the students received in 2017 and 2018. It turned out that in 85.2% of the cases, the 
rounded software estimates were equal to those provided by the lecturer. At the same time, it was 
found that seven cases were not taken into account by the software for various reasons (blank cells, 
text entries in fields for numeric variables, etc.). At the end, 86.5% of the estimated grades have been 
predicted correctly. 
The data for the assignments of a part of the students of the same program in 2019 was used for the 
created model verification. For this purpose, 30 submitted until 21.04.2019 assignments were added 
to the model. Their grades were predicted by the neural network and were evaluated separately by the 
lecturer. From the predictions made 21 (or 70%) coincided with the lecturer's grades. After training the 
model using the new data all 498 assignment grades were predicted again. It turned out that 419 
cases (or 84.1%) were predicted correctly. 
 

4. Comments and conclusions 
Evaluating the knowledge and skills of Business Administration students is an important process in the 
course of their education. For the needs of qualitative education it is necessary to do this periodically 
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throughout the semester. This takes a significant part of the lecturer's time. Contemporary software 
products make it possible to ease the verification process. 
The development and application of neural network models can be useful to help the lecturer's work to 
evaluate students' assignment. Models can be trained and then used to predict student assessments. 
Determining a student's grade is, in fact, a multiple criteria decision making. The lecturer should take 
into account both quantitative information such as results of calculations as well as text answers.  
Neural networks can only help the decision-making process to some extent but cannot replace the 
teacher's functions and responsibility. Accumulating more records to train the built-in model can 
reduce errors, but they will never become zero. What is the acceptable error rate depends on the 
lecturer’s individual attitude to the risk of error. 
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