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Abstract  
The use of computer graphics is now well accepted in computer science education. In the past few 
years, the subjects of computer graphics have played an important role in the research of information 
and computer technologies. The inclusion of elements of computer graphics in the curriculum is 
motivated not only by modern technologies, but also by the opportunities it provides. At the University 
of Library Science and Information Technology and Southwestern University "Neofit Rilski", subjects 
such as Computer Graphics, Graphic Design are taught for a number of years. In addition to 
visualization and graphical data processing, subjects are focused on practicing and expanding the 
knowledge and practical skills of students specializing in the exact sciences and humanities. In this 
report we present the goals, structure and educational techniques in the disciplines. We will also 
present some practical results. We will briefly present several softwares that we use in our training. 
One of the main goals of our training is to stimulate the creativity of our students by using different 
approaches in creating 3D primitives. In this report, we will introduce different methods of creating 
complex 3D objects - by explicit description and by photogrammetry. We will present  a new 
technology for moving a virtual camera through brain waves. An EEG (Electroencephalogram) signal 
is a neurons signal that is generated due to various electrical activities in the brain. Different types of 
electrical activity corresponds to different states of the brain. Any physical activity of a person is due to 
an activity in the brain, which in turn generates an electrical signal. In this article, we will briefly 
describe the algorithms used to classify EEG signals and how these algorithms can be used to control 
the movement of the virtual camera. 
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 1. Introduction 
Graphics systems can only offer modeling tools (just a few), and it is the application that creates the 
model. The application program performs the following main activities, at the center of which is the 
geometric model [1-3]: 

 maintenance - creation, deletion and modification of elements and links in the model; 

 crawl for preview: presenting the geometric model information for the graphics system. This 
activity can be elementary for models whose objects are the very graphic primitives of the 
graphics system: segments, arcs and broken. It can also be relatively complex if objects are 
not stored as graphical primitives, and each object is itself an algorithm for obtaining these 
primitives[4, 5-6]; 

 search and analysis crawl: this activity is related to the execution of processing algorithms, as 
well as some specific analysis on it.  More complex interactive application programs are called 
geometric modeling systems due to the importance of the model and the presence of powerful 
tools to support it [8]. 
Real-world objects are rarely indivisible. 
 

Even if they are solid, we model them as composed of parts, each of which has a specific 
functionality. The human body is indivisible, described as a structure of arms, legs, head, etc.  that 
The hierarchical separation of parts into objects that one creates is particularly clear. In designing, 
this hierarchy is best distinguished, where even each level of the hierarchy has a separate name: 
detail, node, assembly. The use of hierarchically structured components in a single model offers 
several advantages [2, 5, 7, 8]: 

 the ability to create each of the components individually and independently of one another; 
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 complex objects are created by simply assembling constituent components; 

 each component can be described only once and included as an integral part of many other 
objects; 

 the ability to manage the change of objects by changing their components. 
 

 2. Methodology 
Descriptive geometry was used before applying mathematical and computer models in the 
manufacturing process, design and production. Many of his methods have been ported to computer 
graphics. Surfaces are often depicted as a network of curves arranged in orthogonal secant planes 
with three-dimensional contours of parts [8].  Pierre Bezie proposed a method for creating curves and 
surfaces of any shape. It brings the mathematical basis of their method of geometric images. The 
result is equivalent to a Bernstein basis or a polynomial approximation function [8-10]. 

 
Basic B- spline functions are defined by Cox-de Boer recurrence formula. 
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and higher-level functions (p≥1) are calculated by (Fig. 2) 
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Figure. 1. Bezie’s curve in Maya Surfaces                  Figure. 2. Surface from Maya 

Surfaces and their description play an important role in design and production. Obvious examples are 
the development and production of car bodies, ship hulls, fuselages and aircraft wings; fan blades, 
turbines, compressors and blades; appliances, furniture and shoes. In this case, the essence of the 
structure, or for functional or aesthetic reasons, is the shape or geometry of the surface. Surface 
description also plays an important role in the presentation of data obtained in medicine, geology, 
physics, and other natural sciences [2]. 
It is advantageous to develop a "real" three-dimensional mathematical surface model in computer 
graphics and computer design. Such a model makes it possible to analyze the surface characteristics. 
For example, curvature or physical quantitative characteristics depending on the surface; for example 
volume, surface area, inertia moment, etc., at an early stage and relatively easily. Surface 
visualization is simplified, used to develop or monitor development progress. In addition, in 
comparition to the traditional method using a grid of lines, the generation of information required for 
surface production, such as control programs for a numerically controlled machine, is also significantly 
simplified [1-3, 8]. 
There are two main ideas that are the basis of methods for describing the surface. In the first, they are 
trying to create a mathematical surface according to previously known data connected mainly with the 
name of Koons {quotation}. In the second, they try to create a mathematical surface ab initio (from the 
beginning) mainly related to the name Bezie. Initially, industries related to numerical parameters, such 
as design, preferred the first approach, while industries that accounted for visual, tactile, or aesthetic 
factors, such as designers and artists, chose  the second one (Fig. 1). Rogers' work on interactive ship 
hull and Cohen surface development systems have shown that the two approaches are compatible [8]. 
 
 
 



 

ICT4765 

3. Result 
Photogrammetry is a technique for determining the three-dimensional geometry (location, size and 
shape) of physical objects by measuring and analyzing their two-dimensional photographs. Generally, 
photogrammetry is divided into two categories: aerial and terrestrial photogrammetry. In aerial 
photogrammetry, images are obtained through aerial photographs of aircraft, providing topographic 
maps and details of land use. 
In terrestrial photogrammetry (also called non-topographic photogrammetry), images are acquired at 
locations near or on the earth's surface and provide detailed information about the size of an 
object. When the size of the subject and the distance between the camera and the object are less than 
100m (330 feet), terrestrial photogrammetry is further referred to as close-up photogrammetry, an 
approach whereby images are obtained around an object with strongly approaching camera 
orientations , usually pointing to the center of the object [1]. 
Many successful and varied applications of short-range photogrammetry can be found in the fields of 
industry, biomechanics, chemistry, biology, archeology, architecture, automotive and aerospace 
engineering, as well as accident reconstruction, to name a few [2-4] (Fig 3. Fig.4). 

 

      
 

          Figure 3. Photo of the real object                  Figure 4. Creating a real object through  
                                            photogrammetry 

 
Various methods are used for acquiring EEG signals. They differ in the way the electrodes are placed. 
The methods [10-13]  
can be categorized as follows: 

a) Invasive - Subdural EEG electrodes and Depth EEG electrodes,  
b) Non-invasive. 
In our study, ECG signals were obtained using a helmet developed by eMOTIV. They were 

obtained at the University of Library Science and Information Technology by Prof. Dimitrov (Table1). 
 

 
Table 1. EEG (Electroencephalogram) signal generated in a computer lab by Prof. Dimitrov (2016) 

[11-12] 
 
The motion of the camera is generally described by ordinary differential equations. The resulting 
description is often called a dynamical system. 
Let x = (x1, x2, . . . , xn) denote an n-dimensional state vector and xi corresponds to a position or 
orientation parameter for a rigid body[11 -14]. 
The integration of each state variable determines the value at time t. 
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We tried to classify the input signals as the observed subject thinking about the four directions.  
We used three approaches for this purpose: 

 K-Nearest Neighbor (KNN) 

 Linear Discriminant Analysis (LDA) 

 Naive Bayes. 
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These algorithms are described in detail by Umale 2016. 
 
We used the script of AIDEMIR (2016) we got the signal classification. The classification was 27%, 
25% and 31%. All simulations were performed in the Matlab system. 
This result  is not very good, but it does give us an opportunity for future research. Our goal is to 
develop a virtual museum in a mixed reality system. For our development we use Unreal engine and 
the language C ++ [14-16]. 
At South - West University “Neofit Rilski” and the University of Library Science and Information 
Technology, a project is underway to create a real 3D model of the ancient city of Skaptopara [17], 
located near Blagoevgrad. The first phase of this project ends in June 2020 and the results are quite 
promising. 
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