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Background: extensive reading
• unintentional acquisition 

• vocabulary as it appears in context

• e.g. graded readers 
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Limitations                
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• need to read a large number of texts 

• slow progress

• possible wrong inferences 



Solutions              
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• teacher involvement 

• in-class environment

• added intentional acquisition 



Glosses 
• supplementary lexical information about vocabulary items, 
such as definitions, translations and/or illustrations

• addressed by the field of lexicography 

• formats: 
o glossaries 
o footnotes 
o … 

• decisions to take: 
o how many words/expressions? 
o which words/expressions? (the most complex? the most useful?)
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Corpus Used for Analysis 
• 10 texts for language learners or otherwise simplified 

• adaptations of works commonly used in academic curricula

• contain glosses 

• 4 languages:
◦ English 
◦ Spanish
◦ Italian
◦ French
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Corpus Used for Analysis 



Analysis of the Glosses: methods 
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qualitative quantitative
placement number 
content parts of speech 

density 
frequency ranks



Results: qualitative
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placement content
glossaries at the end of the book (4) definitions (4) 
footnotes (3) items used in sentence (3) 
definitions in margin (3) translations (1)

illustrations (3)



Results: quantitative
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• book 1 is an outlier (345 glosses)

• highest number of nouns (typically 
above 50%), most commonly followed 
by verbs

• half of the texts contain “cultural 
items” (e.g. “Prince Charming”, “the 
river Thames”)



Results: quantitative

13/24

• English glosses tend to include more 
common words 

• no significant differences by language 

• polysemy (e.g. “will” – noun and 
auxiliary verb) is a problem with 
frequency lists



Glossary Generation 
by ChatGPT (GPT-4o): methods
• two scenarios: zero-shot and one-shot

• source text:
o the first chapter of Alice in Wonderland
o professional translations into Bulgarian and Japanese 
o estimated as CEFR level B1 (based on Road to Grammar, Cathoven and Poodll)

• secondary text:
o the first two chapters of The Picture of Dorian Gray + glossary

• additional prompting (chain-of-thought)
o asking the model to edit the output based on observations from the professional texts

14/24



15/24

Please generate a glossary for the following text. Make it 
suitable for learners of {English/Japanese/Bulgarian} as a 

foreign language whose current level is B1.

{source text} 

(one-shot:)
This is an example of a text followed by a good glossary:

{secondary text + glossary}

Glossary Generation 
by ChatGPT (GPT-4o): prompts



Automatically Generated Glosses
• often round number of items

• mostly definitions 

• non-English text – often translations 
into / definitions in English

• more information in zero-shot 
scenario (e.g. example sentences)

• average density stable

• POS similar to baseline

• general lack of cultural information
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Which Scenario Provided Better Results? 
One-Shot 

√ higher average density 

√ higher variance between minimal 
and maximal density

√ no example sentences 

√ a cultural item
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Which Scenario Provided Better Results? 
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One-Shot 

√ smaller number of words 

√ higher average frequency rank



Which Scenario Provided Better Results? 
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One-Shot 

√ no Japanese translations of the 
definitions

√ higher average frequency rank



Chain-of-Thought Experiment 
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• performed on the one-shot English output 
• prompt: 

Please make the following changes to the glossary:
1. Remove the POS. Please keep them only in the case of items for which there is 

associated polysemy (e.g. ‘empty’ can be an adjective or a verb)
2. Add 1-2 expressions (i.e. items that are longer than a single word) to the glossary if 

you find suitable ones in the text. Exchanging a word from the glossary with an 
expression or combining words into an expression is also possible.

3. Provide an image to illustrate a suitable item from the glossary. 
Please do not change anything else.
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Chain-of-Thought Experiment: output 



Chain-of-Thought Experiment: evaluation  
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• an expression is added (‘burning with curiosity’)

• a relevant high-quality image is generated

• parts of speech are removed

• POS are removed even in cases of polysemy (‘bank’) 



Conclusions and Future Work
• with professional glosses in mind, ChatGPT performs better at generating 
glossaries based on a learner-friendly text in a one-shot scenario

• further prompting significantly improves the output

• generation of glossaries by LLMs is promising and lower-resource 
languages can benefit from it

• the corpus needs to be increased to allow for better generalisation

• possible future combination with automatic text adaptation
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Thank you for your kind attention! 

Questions are welcome. 
Paper:

iglika.nikolova.stoupak@gmail.com

http://stih-sorbonne-universite.fr/

linkedin.com/in/iglika-nikolova-stoupak-71290029/
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