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Abstract  
 

Recently, generative artificial intelligence made a great stir. These systems have the ability to 
generate text, images or other data using generative models. They will influence all kind of knowledge 
work, especially the way of writing computer programs. For software developers the way of working 
will change by using these systems. Therefore, it is necessary to show students the use, possibilities 
and limitations of these techniques.   
In this contribution we report about an experience, where we have used the chatbot ChatGPT 3.5 for 
lab exercises in the introductory programming course. The chatbot was used e.g. for generating, 
explaining and simplifying code. Beside predefined exercises the students also defined programming 
problems on their own. Based on these tasks the students generated prompts and sent them to 
ChatGPT. The results were critically checked, evaluated and annotated.  
In summary, the quality of generated code or explaining code was surprisingly good, especially for 
small and common problems. It is obviously, that developers will delegate simple and repeating coding 
tasks to chatbots or other generative artificial intelligence systems in the future. For these reasons it is 
important to integrate working with generative artificial intelligence systems into introductory 
programming courses. The advantages and drawbacks of this approach should be imparted to 
students and they should get an impression about future software development. 
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1. Introduction 
 
Programming is an important skill of computer scientists. Therefore, learning to develop programs for 
a given problem and implement them into a programming language is part of every undergraduate 
curriculum in computer science. 
The typical structure of this course is a mixture of classical lectures combined with comprehensive 
coding exercises in the lab. 
In recent years, AI (artificial intelligence) made a tangible progress. This development is based on 
modern hardware architectures and the improvement of known or the invention of new algorithms. 
One special kind of AI is GenAI (generative AI) [1]. GenAI systems have the ability to generate text, 
images or other data using generative models [2]. Typically, users enter a prompt, an input in terms of 
a question or a request [3] and the system responds the generated answer. 
These systems affect all kind of knowledge work and especially influences software development [4, 
5]. Therefore, it is necessary to show students the use, possibilities and limitations of these techniques 
[6].   
In this contribution we want to discuss the use of chatbots in introductory programming lectures and 
we want to answer the questions:  

 Can LLM based chatbots be used for solving typical exercises in introductory programming 
courses? 

 Can LLM based chatbots be used for explaining solutions of these exercises? 

 Can LLM based chatbots act as a tutor additional to the lecturer? 

 How is the degree of automation in programming when using a chatbot? 
The remainder of the contribution is organized as follows: first we give an overview of teaching 
programming and software engineering in undergraduate computer science in section 2 and an 
introduction to GenAI and large language models in section 3. In section 4 we describe how chatbots 
can be used in programming. Our approach of integrating GenAI into the programming lecture is 
sketched in section 5. We evaluate this approach in section 6. The paper concludes with a summary 
and an outlook.        

 



 

2. Teaching Programming and Software Engineering 
 
The concept of teaching programming and software engineering in undergraduate computer science 
course of studies is depicted in figure 1. It follows the principle of distinguishing between programming 
in the small and programming in the large [7]. 
 

 
Fig. 1: Teaching in programming and software engineering 

 
The two-semester programming course and then subsequently software engineering course are 
obligatory for every student. The programming course teaches programming in the small and its 
content are foundations of programming, elements of imperative programming languages, the main 
concepts of object orientation, coding style guides, and an introduction into GUI (graphical user 
interface) programming. All these topics are taught by a classical lecture followed by comprehensive 
lab exercises. At the end as test performance there is a programming project where the students work 
on a problem for about four weeks. 
The software engineering course is split into two periods. In the first period the concepts necessary for 
programming in the large are taught. Basic concepts are process models, software architecture, 
modeling languages, testing and organizational issues of software development. In the second period 
the students work on a larger project over one semester in groups having between six and eight 
student members.       
 
3. Generative Artificial Intelligence and Large Language Models 
 
GenAI is a kind of AI that can produce different kind of content. While there are AI systems that can 
generate images (e.g. Midjourney), videos or sound, text generating systems (e.g. OpenAI's ChatGPT 
or Google's Gemini) are at the centre of the current debate.  
These systems have a chatbot as frontend to communicate with the user and they are based on an 
LLM (large language model). LLMs are generative models, they can produce new content based on 
the data they are trained with. The most famous LLMs are GPT (developed by OpenAI), Gemini 
(developed by Google), Llama3 (developed by Meta) and Claude 3 (developed by Anthropic). 
The user’s interaction with the chatbot is realized by prompts. A prompt is a question or instruction 
given to the bot. The practice of designing and formulating input that will produce optimal output is 
often called prompt engineering.  
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4. Chatbots in Programming 
 
In this section we describe in which way chatbots based on LLMs can be used in programming tasks. 
Therefore, we have analyzed our lecture material and books for introductory programming courses [8, 
9].   
We have identified the following seven tasks where chatbots can probably help in the coding process: 

 (T1): Explaining basic knowledge: we ask the chatbot a question to explain something, 
e.g. “What is the IEEE754 standard?” 

 (T2): Constructing code: we give a textual description and want the chatbot to give us the 
code, e.g. “Can you give me a Java implementation for the 8 queens problem” 

 (T3): Describing code: the input is a program or code fragment and the chatbot should 
explain what it does or calculate the output, e.g. “Given the following Java code. What are 
the values of the variables i and j at the end?” 

 (T4): Refactoring code: existing code should be transformed into a better (in terms of 
readability or performance) version, e.g. “Can the code in method m be transformed into a 
more understandable version?” 

 (T5): Formatting code: given code should be checked for optical aspects like indents or 
braces and transformed if necessary, e.g. “Format the code in the following class 
appropriate to the Java style guide” 

 (T6): Checking coding style: given code should be checked for programming aspects like 
naming conventions for variables and classes, e.g. “Are the variable names in the 
following Java code appropriate?” or should detect so called code smells [10] 

 (T7): Commenting code: given code should be supplemented by comments, e.g. 
“Replenish the following Java class by comments in Javadoc style” 

 
5. Our Approach 
 
Like in most undergraduate courses, in introductory programming courses we always have the 
problem to teach sound basic knowledge as well as state-of-the-art in e.g. languages, frameworks and 
tools [11, 12]. The use of chatbots can be seen as a modern tool for software developers. So, we think 
it is necessary to use it in the courses and to show the students the possibilities and limits of these 
systems. 
For each task (T1) – (T7) we have defined two exercises for the students. On the one hand, they 
should use two or three examples from the catalogue of existing exercises. On the other hand, the 
students should define two or three examples on their own. The task should be given as a prompt to 
the chatbot and the reply should be documented and checked for plausibility and correctness. If the 
answer is not sufficient, a second and probably a third prompt should be formulated. These prompts 
should give hints like “My professor said …” or “A classmate told me …”. The chat history should be 
documented. 
In the tasks (T2), (T3) and (T4) we distinguish different levels. In (T2) we distinguish between classical 
standard exercises and self-defined exercises. The expectation is that the answers of the first group 
are better than of the second group. For code describing (task (T3)) we differentiate between standard 
algorithms well-known from literature, small self-written programs, code with small imperfections, 
correct code but violating good code style, logical incorrect but syntactical correct code and not 
compilable code. For the refactoring task (T4) we decide between good, correct code, code with small 
imperfections, correct code but violating good code style and logical incorrect but syntactical correct 
code.    
 
6. Evaluation and Results 
 
A group of 28 students carried out the exercises described in the former section using the free version 
ChatGPT 3.5. The results can be summarized as follows: 

 (T1): Almost all questions about basic knowledge was answered sufficiently by the chatbot, 
some needed a second prompt.   

 (T2): The chatbot was very good in constructing code, for standard algorithms as well as for 
self-defined problems appropriate solutions were given. In some cases a second prompt was 
necessary to remove ambiguity.  



 

 (T3): The chatbots’ performance in describing given code was varying. If the problem is well-
known and the code is well written (i.e. following common code conventions) the code was 
described correctly in almost all cases. But when using bad coding style (e.g. so called 
spaghetti code) the chatbot had serious problems to understand and explain the code. In 
some cases even a second or third prompt did not help to lead the chatbot to a correct 
answer.  

 (T4): In this category the results also depend from the input. In most cases, high quality code 
was detected and no refactoring applied. When the code had well-known deficits the chatbot 
detected them and was able to apply common refactoring rules. But in examples with bad 
code style or logical errors (and these kinds of code exists in real life), the chatbot had some 
problems and was not able to refactor the code.      

 (T5): In formatting code the chatbot reached very good results. This is not very surprising 
because formatting source code is a task typical done by tools. But the chatbot can also 
explain bad formatted code fragments and knows different code styles (e.g. Kernighan/Ritchie 
style, Allman style, Whitesmiths style) and can transform source code between these variants. 

 (T6): Also in checking code style the chatbot showed a good performance. Violations against 
common naming conventions for constants and variables were detected, improvements 
suggested and explained. However, some more hidden violations of coding conventions were 
not detected. 

 (T7): Adding comments to given source code was done very well by the chatbot. Especially 
the comments generated for Javadoc had a high quality. 

All in all we can say that the chatbot obtained a good result. Some limitations in describing given code 
and refactoring were observed. 
The initial questions can be answered as follows: In many cases LLM based chatbots can  

 be used for solving typical exercises in introductory programming courses 

 be used for explaining solutions 

 act as a tutor 
But in all aspects the critical reflection by students and an advisor is still necessary. 
For classifying the grade of automation we use the schema about collaboration perspective from [13]. 
From our point of view today we are somewhere between the stages model in the loop and human in 
the loop. Model in the loop means that there is a balanced competence partitioning between the 
human and the AI. A little bit more wide-reaching is the human in the loop approach where the LLM 
makes automated judgements, the human verifies them afterwards.   

  
7. Summary and Outlook 
 
In this contribution we have covered the use of LLM based chatbots in introductory programming 
courses. First we have sketched the fundamentals on GenAI and the organizational structure of 
lectures in programming and software engineering. Then we have identified typical tasks during 
programming where LLM based chatbots can support the developer. In our practical study students 
have used the chatbot ChatGPT 3.5 for the different tasks. In summary, the quality of generated code 
or explaining code was good. Therefore we conclude that developers can delegate some coding tasks 
to chatbots and the process of developing software will change. So it is important and necessary to 
integrate working with GenAI systems into introductory programming courses.   
For the near future we see some interesting tasks of working with LLM based chatbots in 
programming: 

 In our evaluation we have used ChatGPT 3.5. It would be interesting to use and compare with 
other tools like Google Gemini (formerly known as Google Bard) or Microsoft Copilot (formerly 
known as Bing Chat).  

 Another interesting tool is GitHub Copilot. It is specialized for coding and it can be used within 
an IDE (integrated development environment), the main tool in professional software 
development.    

 Observing the development of LLMs. The hypothesis is that the gap between humans and 
generated solutions will be closing with every new version. Questions are how fast will this 
gap closing be and how close will future versions come to the best solution. 

 It was a conscious decision to use freestyle prompts in our evaluation. It might be interesting 
to compare the results with more structured prompts. 
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