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Abstract  

 
This study investigates the effectiveness of generative AI in developing interactive teaching aids 
designed to improve the student’s understanding of digital logic and binary arithmetic. Unlike previous 
work that primarily focuses on AI-assisted content creation, this research uses a novel approach 
where generative AI is leveraged to produce Python programs acting as dynamic learning aids. These 
programs, implemented as Google Colab notebooks, guide students through step-by-step problem 
solving, for example, detailing the borrowing process in binary subtraction and simplifying Boolean 
expressions using Karnaugh maps. 
A mixed methods evaluation was conducted with an 80-student classroom to measure both 
engagement and learning outcomes. Quantitative analysis of student performance and qualitative 
feedback from surveys indicate that these AI-generated aids are particularly beneficial for students in 
the lower performance quartile. In addition, iterative prompt engineering and program refinements, 
guided by specific syntax and formatting challenges, were employed to optimize the clarity and 
instructional value of the outputs. Our findings suggest that integrating generative AI into teaching tool 
development can not only reduce instructor workload but also enhance student comprehension of 
complex technical concepts. 
By aligning technical implementation with targeted research results, this work provides a framework to 
advance AI-assisted education. The reviewed literature, which ranges from AI-based code generation 
to the evaluation of digital logic teaching methodologies, supports the design decisions made in this 
study and underscores the potential for further research in this domain. 
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1. Introduction 
 

The rapid evolution of generative artificial intelligence (AI) has transformed multiple domains, with 

education emerging as a key area of impact. In recent years, AI has gone beyond automating content 

creation to facilitate the development of interactive, student-centered learning tools. This study 

investigates a novel application of generative AI: the automated creation of programs that serve as 

learning aids to support classroom instruction in subjects such as arithmetic and digital logic. 

Currently, relevant research focuses primarily on three areas: assessing the capabilities of generative 

AI in programming education, generating teaching materials, and analyzing student work. However, 

the use of generative AI to develop interactive programs that guide students through complex problem 

solving processes remains underexplored. This research addresses that gap by leveraging AI-

generated Python programs, deployed as Google Colab notebooks, to illustrate key concepts, such as 

the mechanics of binary subtraction and the intricacies of Boolean logic simplification. 

To evaluate the effectiveness of these tools, our approach involves both qualitative and quantitative 

assessments. Implemented in a classroom of 80 students, the study examines the impact of 

these learning aids on student engagement and comprehension. Student feedback and performance 

metrics are analyzed to determine how these interactive, AI-generated programs can enhance 

understanding, particularly for learners facing difficulties with foundational concepts. 

The paper is organized as follows. First, we review the relevant literature to establish the current 

state of generative AI applications in educational contexts. Next, we detail the design and 

implementation of our AI-driven learning aids and describe the classroom environment in which 

these tools were deployed. Following this, we present an analysis of student responses and learning 

outcomes. Finally, we discuss the implications of our findings for future research and broader 

integration of AI-assisted teaching tools in educational practices. 

 
2. Literature Overview 



 

 
A review of the literature on the use of generative AI in education reveals three primary areas of research 
focus: 
 • Evaluating generative AI capabilities in programming education, 
 • Using generative AI to generate teaching materials, 
 • Analyzing student work with generative AI 
 
2.1 Assessing Generative Ai Capabilities in Programming Education 
 
This area investigates the use of generative AI in code generation for programming exercises. A 
significant focus has been on evaluating their performance in generating code and solving classroom 
exercises [1]–[11]. Generative AI has been found to typically match or surpass the performance of 
average students in tasks related to generating code [12], [13]. Research also indicates that code 
produced by ChatGPT can be accurately differentiated from student-generated code, yet the tools used 
to identify text created by generative AI often yield a significant number of false positives. 
 
2.2 Generating Teaching Materials 
 
Research on using generative AIs to generate teaching materials is still emerging. These efforts have 
ranged from generating appropriate learning objectives [14], generative feedback on responses to open-
ended questions [15], generation of programming exercises and code explanations [16], producing 
educational content [17] and evaluating concerns about the generated content [18]. While the exercises 
generated by generative AIs were innovative and practical, authors have cautioned that they may require 
further refinement by instructors before being shared with students. The consensus among the papers is 
that generative AIs can significantly reduce the time instructors spend creating teaching materials. 
 
2.3 Analyzing Student Work with Generative Ai 
 
Research is also advancing in the use of generative AIs to assist in assessing student work [19]–[22]. 
Three of the papers examine paper details using generative AIs to help identify bugs and provide 
feedback on student work [19]–[21]. While the remaining paper examines the ethics and perceptions of 
using AI to assess student work [22]. 
 
3. Binary Arithmetic Challenges 
 
Binary subtraction introduces specific challenges as students must understand base-2 place values and 
accurately apply binary borrowing rules. Often, students circumvent these challenges by converting 
binary numbers to decimal, performing the subtraction, and then converting the result back to binary. 
While this method produces the correct result, it bypasses a foundational understanding of binary 
arithmetic, which can cause difficulties as the students progress to more advanced digital logic topics. 
 
3.1 Unsigned Binary Subtraction Example 
 
To illustrate the challenges with binary subtraction, consider an example of subtracting 7 (111 in binary) 
from 40 (101000 in binary): 
       
  101000 (40) 
−000111 (7) 
----------------- 
  100001 (33) 
 
In this example, the rightmost column requires a borrow because subtracting 1 from 0 is not possible 
without borrowing. Unlike decimal subtraction—where borrowing typically involves taking from a position 
valued at ten times the adjacent place (for example, borrowing from tens to ones)—binary positions are 
based on powers of 2. Thus, borrowing in binary entails taking from the next available “2” value and 
adjusting each position accordingly. 
We observe that in the rightmost column, subtracting 1 from 0 requires a borrow; however, the adjacent 
column also contains a 0. Consequently, a 1 is borrowed from the 2³ position, representing the 8 as 1×2² 
+ 1×2¹ + 2×2⁰ (or “112”). The problem then becomes: 



 

  100112 (40) 
−000111 (7) 
------------ 
 100001 (33) 
 
(Here, the red digits indicate the borrow from the 8’s column and the corresponding borrow 
representation of 8.) 
An additional challenge occurs with multiple borrows. Consider subtracting 23 (10111 in binary) from 40 
(101000 in binary): 
 
  101000 (40) 
−010111 (23) 
  ----------- 
 
which requires 2 separate borrows. 
 
  020112 (40) 
−010111 (23) 
------------ 
  010001 (17) 
 
3.2 Two’s Complement Subtraction Example 
 
In computer systems, two’s complement notation is used to represent both positive and negative 
numbers, enabling efficient arithmetic operations within a fixed number of bits. In two’s complement 
subtraction, the borrowing process can extend beyond the visible bit positions, allowing the 
representation of negative results even within a fixed bit-length system. 
For example, consider subtracting 1 from 0 using a 6-bit two’s complement representation. While this 
calculation would be invalid in unsigned binary (since it would produce a negative result), it is entirely 
valid in two’s complement, where borrowing from an imaginary higher bit position allows the result to 
represent –1 correctly. The subtraction is illustrated as follows: 
 
  000000 (0) 
−000001 (1) 
------------ 
 111111 (−1) 
 
This problem requires a borrow from an imaginary 7th bit position for numbers represented with 6 bits. In 
such cases, the effective calculation can be conceptually represented as: 
 
  111112 (0) 
−000001 (1) 
------------  
  111111 (−1) 
 
An important question to consider is whether generative AI work as a teacher. 
To explore this, the following prompt was entered into ChatGPT-4o (the latest version at the time of 
writing): 
Perform 10 - 3 using 4 bit binary numbers (1010 – 0011) and explain all of the steps. Here is the AI 
response. 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The generative AI response is confusing, and its reported result—interpreting 1010 – 0011 as 5—is 
incorrect (the correct result should correspond to 7 in decimal). We need to develop tools to help the 
students solve problems like these. 
 
3.3 Using Chatgpt to Write Learning Aids 
 
To develop this teaching tool, an initial prompt was crafted to leverage ChatGPT’s ability to explain the 
subtraction process step-by-step. This prompt enabled the system to demonstrate the subtraction 
process in a clear, sequential manner. 

The prompt used was: 
After copying the generated program into an empty Google Colab notebook and running it, the initial 
output from running the program on the operation 40 - 7 is shown below. 
 

Alright! Let’s break it down step-by-step in a simple way. 
Imagine you have two numbers, 1010 and 0011, and you want to subtract the second 
number from the first. 
Line up the numbers: Place the numbers one below the 
other so that each digit is in the correct column. 
  1010 
- 0011 
Start from the rightmost column: Just like in regular 
subtraction, you start with the rightmost digit (column). 
Subtract each column: Let’s do it step by step. 
Rightmost column: 0 - 1. You can’t subtract 1 from 0, so you need to borrow from the next 
column. 
Borrowing: Change the second 1 (second from the right) to 0 and change the rightmost 0 
to 10 (in binary, this is like changing a 0 to 2 in decimal subtraction). Now subtract: 
10 (which is 2 in binary) - 1 = 1. Write down 1. 
        1 
  1001 
- 0011 
   —— 
Next column: Now, after borrowing, you have 0 - 1. You can’t do that again, so you need to 
borrow from the next column. 
Borrowing: Change the next column’s 1 to 0 and the 0 (third from the right) to 10 (which is 
2 in binary). 
Now subtract: 10 - 1 = 1. Write down 1. 
        1 
  1000 
- 0011 
  —— 
    011 
Next column: Now subtract 0 - 0 = 0. Write down 0. 
  1000 
- 0011 
  —— 
   011 
Last column: Now subtract 1 - 0 = 1. Write down 1. 
  1000 
- 0011 
  —— 
  0101 
So, 1010 - 0011 equals 0101 in binary. 
That’s it! You just did binary subtraction. Great job! 

Write a python program for Google Colab that will ask the user to input two binary numbers. Display 
the inputs as a typical subtraction problem including displaying the final result 



 

 
The answer is correct, but we wanted it to display the decimal values of the input numbers. The following 
prompt was given.  
 

 
 

 
The modified output, now displaying decimal equivalents, is shown below. 
 

 
To remove the text “decimal” in the result and specify the desired output formatting, the following prompt 
was provided: 
 

 
“After copying and running the program on Colab, a syntax error was encountered. The error message, 
shown below, was then provided to ChatGPT for troubleshooting.” 
 

 
To troubleshoot, the unedited error message displayed by Colab can be copied and provided to 
ChatGPT for correction. By supplying the exact error message, and including the error type and line 
numbers, ChatGPT can offer precise adjustments to address the syntax issues and ensure smooth 
execution of the program. ChatGPT identified the error and offered a new version of the program that 
fixed the error. 
After several iterations, a program that performed addition and subtraction on binary and two’s 
complement numbers was developed. The user interface of the program is shown below.  

 
The program output is shown next.  

Modify the program to display the decimal values of the inputs in parenthesis 

eliminate the word decimal in the output. make a second copy of the problem. Analyze this problem 
column by column starting at the right. If there is a 0 - 1 then look to columns to the left for a 1 to 
borrow 
from. replace that 1 with a 0. Replace the column with the initial 0 - 1 with a 2 and all other columns 
used for the borrow with 1’s. highlight all changes in red 



 

 
 
The code for this program can be found and run with the following link  
https://colab.research.google.com/github/bbutka/CEC220/blob/main/Binary_arithmetic.ipynb#scrollTo=Q
OtNO6vCyUYx 
 
3.4 Generative Ai for Logic Expressions 
 
A second area where generative AI often encounters challenges is in Boolean algebra and digital logic 
simplification. As an example of where generative AI struggles with digital logic, ChatGPT 4o was given 
the following prompt. 
 

 
 

ChatGPT’s response was  

 
 
ChatGPT indicates that this expression simplifies to A+C. However, the correct simplification is AB+C. 
An examination of the AI’s process reveals an error in the second step, where it incorrectly states “Next, 
observe that B + C is always true when either B or C is true.” This misinterpretation leads to a flawed 
analysis and an incorrect result. 
It is clear that developing teaching aids for logic expressions is also a useful area. ChatGPT was used to 
develop a program to simplify logic expressions and produce a Karnaugh Map for the solution. This 
proved to be a much more difficult task. The table below documents the time spent developing this 
program. 
 
 
 
 

Simplify this Boolean logic expression 𝐴𝐵 + �̅�𝐶 + 𝐴𝐶 

https://colab.research.google.com/github/bbutka/CEC220/blob/main/Binary_arithmetic.ipynb#scrollTo=QOtNO6vCyUYx
https://colab.research.google.com/github/bbutka/CEC220/blob/main/Binary_arithmetic.ipynb#scrollTo=QOtNO6vCyUYx


 

Task Time 
Required 

Input logic equations and produce a Karnaugh 
map for equations of 3 variables. 

1.5 Hrs 

Highlight the groups of 1’s used for simplifi- 
cation. 

1 Hr 

Assign colors for overlapping groups. 0.5 Hrs 

Allow for truth table or logic equation inputs. 1 Hr 

Allow don’t care terms in the truth table. 1 Hr 
Extend operation to allow 3 or 4 variable 
problems. 

3 Hrs 

Total time required 7 Hrs 

 
4. Using the Developed Learning Tools in Practice  
 
The programs were made accessible to students through a Canvas page labeled “Helpful Programs.” 
Some of these programs were demonstrated in class to solve example problems and were designed 
primarily to assist the bottom 20% of the class who struggle with these concepts. 
Usage statistics indicate that the programs were rarely utilized by the top 80% of the class; these 
students acknowledged their usefulness but felt they were unnecessary for their studies. In contrast, 
approximately 44% of students in the bottom 20% actively used the programs—especially the Karnaugh 
map tool—and 88% of these students attended in-person tutorials and exam review sessions. 
Feedback revealed that students who consistently used the learning aids tended to perform better. 
However, lower-performing students also noted that simply viewing the solution steps was insufficient to 
address deeper comprehension issues, suggesting a need for future development of more interactive or 
guided explanations. 
 
Summary  
 
This research adopted an innovative approach by utilizing generative AI not for conventional content 
generation—such as lecture slides or tests—but for developing interactive programs that serve as 
dynamic teaching aids. We detailed an iterative development process that encompassed prompt 
engineering and program deployment, and we evaluated the impact of these tools using both 
performance metrics and student feedback. The study not only documented the substantial time 
investment required for program refinement but also highlighted that AI-driven solutions enhance student 
comprehension by addressing specific educational challenges. 
By demonstrating that well-crafted AI prompts and iterative refinement can produce effective, subject-
specific learning aids, our work illustrates the broader potential of generative AI in personalized 
education. These findings lay a foundation for future research on integrating AI tools into diverse 
educational environments, suggesting that such technologies can be tailored to support various learning 
levels and instructional needs, ultimately contributing to improved educational outcomes. 
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